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FIGURE 6. Dispersion measurements: successive experimental images of a blob of
small non-diffusive tracers flowing through the index-matched 3-D bead-pack (see also
supplementary movie 1, available at https://doi.org/10.1017/jfm.2020.113). Only those
particles contained in the z = 0 plane are visible (the field of view is 20d long in the
streamwise direction and the tracers have a diameter dt = d/620).

dispersion envelope explored by these non-diffusive particles is indicated with a dotted
line. Figure 8(b) shows the trajectories of the 1250 numerical point particles (in grey)
as well as their positions at t/⌧ = 0, 43 and 136 (in colour). The dispersion process is
quantified by measuring the variance of the tracers’ position, in both the longitudinal
and transverse directions, i.e. �i

2 ⌘ hi2i � hii2, where i stands for x, y or z. The
variances obtained with the two methods are compared in figure 8(c) until t/⌧ =
10. After a short ballistic regime, where � 2 / t2 for t/⌧ . 1, the variance becomes
seemingly anomalous for 1. t/⌧ 6 10. It is super-diffusive in the streamwise direction
(� 2

x / t1.4) and sub-diffusive transversely (�y
2 / t0.7). Note that similar exponents have

also been reported for the same range of advection times by Kang et al. (2014), who
simulated the fluid flow in the 3-D pore space of a real rock. Moreover, although
the 3-D velocity field is slightly biased at small velocities (as discussed in § 3.3),
the streamwise and transverse dispersions obtained from the numerical advection are
very similar to those measured directly in the set-up, which validates the numerical
advection procedure.

To characterize the dispersion over longer times, we rely on numerical advection
measurements. These measurements, presented in figure 8(d), show that the anomalous
trends are only transient. For t/⌧ & 10, both the longitudinal and transverse dispersions
eventually relax to a Fickian regime with variances following

� 2
x = 2Dkt and �y

2 = �z
2 = 2D?t, (4.1a,b)
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Dispersion and mixing in media with obstacles
A multiscale problem with many science and engineering
applications
I contaminant transport in soils and aquifers
I drug delivery and nutrient transport in biological tissues
I filtration devices ...

Challenge due to advection+diffusion+geometry.891 A16-10 M. Souzy and others
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FIGURE 6. Dispersion measurements: successive experimental images of a blob of
small non-diffusive tracers flowing through the index-matched 3-D bead-pack (see also
supplementary movie 1, available at https://doi.org/10.1017/jfm.2020.113). Only those
particles contained in the z = 0 plane are visible (the field of view is 20d long in the
streamwise direction and the tracers have a diameter dt = d/620).
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line. Figure 8(b) shows the trajectories of the 1250 numerical point particles (in grey)
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simulated the fluid flow in the 3-D pore space of a real rock. Moreover, although
the 3-D velocity field is slightly biased at small velocities (as discussed in § 3.3),
the streamwise and transverse dispersions obtained from the numerical advection are
very similar to those measured directly in the set-up, which validates the numerical
advection procedure.
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Dispersion and mixing in media with obstacles
A multiscale problem with many science and engineering
applications
I contaminant transport in soils and aquifers
I drug delivery and nutrient transport in biological tissues
I filtration devices ...

Challenge due to advection+diffusion+geometry.
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Dispersion and mixing in media with obstacles

For t � 1, a Gaussian approximation is used to describe how a
blob evolves:

θ(x , t) ≈ 1√
2πKefft

exp

(
− 1

4t
(x − ξefft)TK−1

eff (x − ξefft)

)
where θ(x , t) is the concentration and ξeff and Keff are the mean
velocity and the effective diffusivity tensor.

Maxwell 1873, Rayleigh 1892, Taylor 1953, Aris 1956, Brenner 1981

I captures dispersion for ‖x − ξefft‖ = O(t1/2).
Pavliotis and Stuart 2007

I do better, with large deviations e.g. Touchette 2009:

θ(x , t) � exp(−tg(x/t)).

Haynes & Vanneste 2014
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The basic problem: diffusion in the presence of obstacles

dilute
Running head: SOME SHORT SAMPLE TITLE 1

Figure 1 . An example of a periodic porous environment. [annotate solid and void phase]

porousmedium

dense
Running head: SOME SHORT SAMPLE TITLE 1

Figure 1 . An example of a periodic porous environment. [annotate solid and void phase]

porousmedium
Figure: An example of a medium with circular obstacles arranged in
square arrays (red).

∂θ

∂t
= ∇2θ,

0 = n · ∇θ, x onB,

where n is the unit normal to the boundaries of the obstacle B.
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Macroscopic behaviour: large deviations

To capture both the Gaussian core and the tales, take the
two-scale form

θ(x , t) ∼ t−1φ(x)e−tg(ξ), where ξ =
x
t
∈ R2 and x ∈ ω

Haynes and Vanneste 2014
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Figure 1: Square lattice of circular obstacles indicating the problem’s geometric parameters
and the two alternative elementary cells ! and !0 used in the analysis.

with no-flux conditions on the boundaries B of the obstacles,24

n · r✓ = 0 on B, (1b)

where n denotes the outward normal to B. The concentration is a function of the dimen-25

sionless position vector x = (x, y)T scaled by a reference length scale ` related to the lattice26

period, and time t scaled by the di↵usive timescale `2/, where  is the molecular di↵usivity.27

We are interested in the initial-value problem corresponding to the instantaneous release28

of the scalar at some location x0 outside the obstacles. Our aim is to provide a coarse-29

grained description of ✓(x, t), valid when the scalar has spread over many periods of the30

lattice. This problem and its steady-state counterpart have a long history, dating back to31

Maxwell [15] and Rayleigh [18], driven by their relevance to a broad range of applications that32

include constituent dispersion, heat conduction (with ✓ the temperature) and (with suitable33

re-interpretation) electric conduction and electrostatics, in porous media and in composite34

materials (see e.g. Ch. 2 of [7] for a survey). The central conclusion is that coarse-graining35

results in a di↵usion equation,36

@✓

@t
= e↵r2✓, (2)

for the large-scale concentration, with an e↵ective di↵usivity e↵ that accounts for the e↵ect37

of the obstacles. Note that this e↵ect results from two competing mechanisms: obstacles38

reduce the area available to the scalar, which enhances dispersion, but they also reduce the39

scalar flux, which inhibits dispersion. The second mechanism is dominant so that e↵  140

(see e.g. Ch. 1 of [13]).41

Homogenisation theory [e.g. 12, 20] provides a set of techniques for the computation42

of e↵ that extends and systematises the approaches used by the early pioneers. Explicit43

asymptotic results, valid when the obstacles occupy a small or large area fraction �, are44

particularly valuable. For small area fraction – the dilute limit – Maxwell and Rayleigh’s45

results [15, 18] yield46

e↵ ⇠ 1 � � as � ! 0, (3)

2

I rate function g captures dispersion for |x | = O(t)

I find g by solving a family of cell eigenvalue problems
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Cell eigenvalue problem

Leading-order problem satisfies

∇2
xφ− 2q · ∇xφ+ |q|2φ = f (q)φ,

n · [∇xφ− φq] = 0, x onB

φ periodic in x .

where

q = ∇ξg(ξ) and f (q) = sup
ξ

(ξ · q − g(ξ)).

I Principal eigenvalue determines the rate function g(x/t) by
taking a Legendre transform.

6 / 18



Macroscopic behaviour: effective diffusion

I For |x | � t,

g(x/t) ∼ 1

2
(x/t)T∇x/t∇x/tg(0)(x/t) =

1

4
κ−1

eff (|x |/t)2, (1)

where κeff is the effective diffusivity.

I Introducing (1) inside

θ(x , t) � exp(−tg(x/t))

recovers Gaussian approximation for θ obtained via
homogenisation.
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Effective diffusivity in the dilute limit
In periodic arrays κeff was first computed using Rayleigh’s
multipole method:

κeff ∼ 1− σ, as σ → 0

where σ is the solid area fraction.

Effective diffusion De vs. solid volume fraction φ
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Left: Two dimensions; square lattice and hexagonal lattice;
asymptotic limit De ∼ 1 − φ.

Right: Three dimensions; cubic lattice; asymptotic limit De ∼ 1 − φ/2.

κeff

σ
Figure: Square vs hexagonal (red) lattice.

Bruna and Chapman 2015
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Effective diffusivity in the dense limit2.5 History of the mathematical investigation 41

R
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H x( )

Figure 2.9 Two neighboring disks.

The distance between the parabolas is equal to

Hi j(x) = δi j + ρx2. (2.5.3)

For simplicity and without loss of generality we assume that the material constant
of the matrix is a(x) = 1. The key ingredient of Keller’s approach is a “good”
guess of the form of the local flux between the disks (we use the notation x =
(x, y)):

J(x) =
(

0,
ti − t j

Hi j(x)

)
, (2.5.4)

so that it is proportional to the difference in temperature or potential and inversely
proportional to the distance between the disks. Alternatively take the potential
φ(x) in the form

φ(x) = (ti − t j)y
Hi j(x)

. (2.5.5)

If we accept the approximation (2.5.4), then the total (integral) flux between the
disks can be calculated as follows:

Ji j = (ti − t j)

∫ ∞

−∞

dx

δi j + ρx2 = ti − t j

(ρδi j)1/2
arctan

[(
ρ

δi j

)1/2

x

] ∣∣∣∣
∞

−∞
. (2.5.6)

In (2.5.6) the limits of integration are −∞ and ∞. However, the flux (2.5.4) is
determined only between the neighboring disks. Keller (1963) proposed changing
the limits of integration from −∞ and ∞ to −R and R, where R is the radius of
the disks. We note that since the integral (2.5.6) converges, the leading term in its
asymptotics as δ → 0 remains the same. A problem arises for two closely spaced
spheres, for which the corresponding integral diverges.

If the curvature ρ is not small, and the distance δ between the disks is small,
then the value of the arctangent on the right-hand side of (2.5.6) is approximately

hε(x)
ε

a

a

Keller’s total flux inside the nar-
row gaps between obstacles:

F = hε(x)
∂θ

∂x
,

where the gap width

hε(x) ≈ 1

π
x2 + ε for ε� 1.

Divide by hε and integrate:

F = α∆θ, where α =
√

2ε/π3.

κeff ∼
2
√

2π2

A
α =

2

π3/2

(π/4− σ)1/2

1− σ , as σ → π/4.
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Circular obstacles in square lattices: rate function g(x/t)

dilute intermediate dense

Running head: SOME SHORT SAMPLE TITLE 1

Figure 1 . An example of a periodic porous environment. [annotate solid and void phase]

porousmedium

Running head: SOME SHORT SAMPLE TITLE 1

Figure 1 . An example of a periodic porous environment. [annotate solid and void phase]

porousmedium

I dilute case: quadratic (Gaussian) approximation (white lines)
excellent for |x | = O(t)

I more generally: does not capture the anisotropic behaviour for
|x | = O(t)
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Circular obstacles in square lattices: concentration θ(x/t)
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I tail concentrations much fatter than predicted by the effective
diffusion approximation

I discrepancy largest at earlier times and bigger radii
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Asymptotic analysis of the cell eigenvalue problem.
Let ψ = e−q·yφ . The eigenvalue problem becomes the modified
Helmholtz equation

∇2
yψ = f (q)ψ, (2a)

0 =
∂ψ

∂r
on r = a (2b)

ψeq·y 2π-periodic (2c)

!

2a

2"

2⇡

Figure 1: Square lattice of circular obstacles indicating the problem’s geometric parameters
and the two alternative elementary cells ! and !0 used in the analysis.

1

Dilute limit
I outer region: r = O(1), ψ ∼ e−q·y

I inner region: R = r/a = O(1),

Ψ ∼ 1− a|q|((R + R−1 ) cos(θ − α),

where q = |q|(cosα, sinα).

Multiply (1a) by eq·y and integrate:

f (q) ∼ κeff|q|2 ⇒ g(x/t) ∼ |x |2/(4κefft)

⇒ effective diffusion accurate for |x | ∼ O(t)
12 / 18
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Dense limit: discrete network model

Use Keller’s flux to build a discrete network model:

A
dθm,n
dt

= α(θm+1,n + θm,n+1 + θm−1,n + θm,n−1 − 4θm,n).
22 Background and motivation for the introduction of network models

Figure 2.1 Models of a conducting composite: (left) continuum model and (right) discrete
model (the resistor network).

(Nunan and Keller, 1984b). The network approximation allows us to describe the
rheological properties of concentrated suspensions very efficiently (Berlyand and
Panchenko, 2007).

2.2 Examples of network models
Discrete models usually describe systems consisting of a finite number of elements.
The number of possible interactions between the finite number of elements is also
finite. Thus, we can characterize such discrete models by a finite set of variables
(which can take both real and discrete values). To each discrete model there
corresponds a network constructed in a natural way: vertices correspond to the
elements of the system and edges correspond to the interactions between the
elements.

We distinguish two classes of discrete models. In the first class, a material
is represented by a discrete set of atoms or molecules that interact with each
other through interatomic potentials. Here the sizes of individual particles (atoms)
are neglected. The models of the second class are called structural models (also
called lattice models, see Kalamkarov and Kolpakov (1997); Sahimi (2003)).
The parameters of structural models involve the sizes of elements forming the
composite material and their shapes. Such elements could be grains, particles,
cells, elastic and plastic regions, etc. In this book we deal with the second class of
discrete models.

We now present examples of discrete models.

2.2.1 Resistor network models

The first example is a model of a conducting medium filled with a periodic array
of absolutely conducting particles (Figure 2.1 (left)) widely used in applications
(Sahimi, 2003; Yang and Hui, 1991). This medium is modeled by a periodic set
of points (which correspond to particles) such that the neighboring points are
connected by resistors of resistivity R (see Figure 2.1 (right)). This means that we
prescribe the resistivity R to gaps between neighboring particles. One important
question is how to choose the value of R which would model the conductivity of

Taking θm,n ∼ t−1 exp(−tgd(rm,n/t)) yields

gd(ξ) =
2α

A
(S(βξ) + S(βη)) ,

where S(x) = 1 + x sinh−1 x −
√

1 + x2 and β = A /(4πα).
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Dense limit: discrete network model

Rate function g
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Figure: Rate function g against |ξ| = |x |/t for (left) ε = 0.01 and (right)
0.001 in the directions (1, 1) (black) and (1, 0) (blue). Numerical results
(thick solid lines), quadratic (Gaussian) approximation (dashed lines) and
the network approximation (dashed-dotted).

I Captures part of the rate function and thus the tails
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Dense limit: matched asymptotics (1)
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Figure 1: Square lattice of circular obstacles indicating the problem’s geometric parameters
and the two alternative elementary cells ! and !0 used in the analysis.

1

3

2

1

4

Inner gap regions: X = x/
√
ε = O(1), Y = (y + π)/ε ∼ ±H(X )

Leading-order inner solution satisfies ∂X (H(X )Ψ0) = 0 ⇒

Ψ0 = α1

∫ X

0

dX

X 2/(2π) + 1︸ ︷︷ ︸
H(X )

+ β1 = α1 tan−1(X/
√

2π) + β1,

and similarly for the solution in the other 3 gaps.
+“tilted” periodicity:

(α3, β3) = e−2πp(α1, β1) and (α4, β4) = e−2πq(α2, β2)
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Dense limit: matched asymptotics (2)

Figure 1: Square lattice of circular obstacles indicating the problem’s geometric parameters
and the two alternative elementary cells ! and !0 used in the analysis.

1

3

2

1

4

Outer region: x = O(1), y = ±h(x) where h(x) = x2/(2π)

Leading-order outer solution satisfies ∂x(h(x)ψ0) = 0 ⇒

ψ0 ∼ γ1x
−1 + δ1 as x → x1

and similarly for the other 3 gaps.

Canonical problem: ∇2ψ∗ = f ψ∗, x2∂xψ
∗ → 1 as x → x1

ψ∗ ∼ −x−1 − D1(f ) as x → x1

ψ∗ ∼ −Di (f ) as x → x i for i = 2, 3, 4

ψ0 = γ1ψ
∗ + γ2Rπ/2ψ

∗ + γ3Rπψ
∗ + γ4R3π/2ψ

∗

Matching: Linear system, 12 unknowns ⇒ trans. equation ⇒ f (q)
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Dense limit: matched asymptotics
Rate function g
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Figure: Numerical results (thick solid lines), matched asymptotic
approximation (thin solid lines) and discrete-network approximation
(dashed-dotted).

I discrete network approximation as a limit of the matched
asymptotic prediction

I analysis breaks down for |x | � t when

θ ∝ exp(−d2(x)/4t)

where d(x) is the distance along the shortest path ≈ L1. 17 / 18



Conclusions
I large deviations generalise scalar dispersion in arrays of

obstacles.

I effective diffusion underestimates concentrations at large
distances/short times from the point/time of release

I effect is strongest in the dense limit, when obstacles are nearly
touching.

I explicit results capture anisotropic shape of the scalar patch.

I results relevant for chemical reactions e.g. FKPP.

∂θ

∂t
= ∇2θ + αθ(1− θ),

0 = n · ∇θ, x onB,

The front speed is deduced from g(c(e)e) = α .

Farah, Loghin, Tzella & Vanneste, Proc. Royal Soc., 2020

Thank you for your attention!
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