
Upper and lower bounds for

some shape functionals

Giuseppe Buttazzo

Dipartimento di Matematica

Università di Pisa
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We study two quantities occurring in elliptic

PDEs. The first quantity is usually called

torsional rigidity and is defined as

T (Ω) =
∫

Ω
u dx

where u is the solution of the Poisson equa-

tion

−∆u = 1 in Ω, u ∈ H1
0(Ω).

In the thermal diffusion model T (Ω)/|Ω| is

the average temperature (after a long time)

of a conducting medium Ω with uniformly

distributed heat sources (f = 1).
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The second quantity is the first eigenvalue

of the Dirichlet Laplacian

λ(Ω) = min

{∫
Ω |∇u|2 dx∫

Ω u2 dx
: u ∈ H1

0(Ω) \ {0}
}

In the thermal diffusion model, by the Fourier

analysis,

u(t, x) =
∑

k≥1

e−λkt〈u0, uk〉uk(x),

so λ(Ω) represents the decay rate in time of

the temperature when an initial temperature

is given and no heat sources are present.
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Under the measure constraint |Ω| = m, the

highest T (Ω) is given by a ball (Saint Venant

inequality); similarly, the smallest λ(Ω) is

given by a ball (Faber-Krahn inequality). We

then want to study if

λ(Ω) ∼ T−1(Ω),

or more generally, for a suitable q > 0

λ(Ω) ∼ T−q(Ω),

where by A(Ω) ∼ B(Ω) we mean

0 < c1 ≤ A(Ω)/B(Ω) ≤ c2 < +∞ for all Ω.
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We also aim to study the so-called Blaschke-

Santaló diagram for λ(Ω) and T (Ω). This

consists in identifying the subset E ⊂ R2

E =
{

(x, y) : x = T (Ω), y = λ(Ω)
}

where Ω runs among the admissible sets. In

this way, minimizing a quantity like

F
(
T (Ω), λ(Ω)

)

is reduced to the optimization problem in R2

min
{
F (x, y) : (x, y) ∈ E

}
.
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The difficulty consists in the fact that char-
acterizing the set E is hard. Here we only
give some bounds by studying the inf and
sup of λ(Ω)T q(Ω) when |Ω| = m.

Since the two quantities scale as:

T (tΩ) = td+2T (Ω), λ(tΩ) = t−2λ(Ω)

we may remove the constraint |Ω| = 1 and
consider the scaling free shape functional

Fq(Ω) =
λ(Ω)T q(Ω)

|Ω|(dq+2q−2)/d

that we consider on various classes of admis-
sible domains.
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Università di Pisa, Italy

6



Some big names from the past:

George Pólya (1887–1985)

Gábor Szegö (1895–1985)

Endre Makai (1915–1987)

Joseph Hersch (1925–2012)

Hans F. Weinberger (1928–2017)
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For the relations between T (Ω) and λ(Ω):

• Kohler-Jobin ZAMP 1978 (L. Brasco COCV

2014 for the nonlinear case)

• van den Berg, B., Velichkov in Birkhäuser

2015

• van den Berg, Ferone, Nitsch, Trombetti

Integral Equations Operator Theory 2016

• Lucardesi, Zucco preprint
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The Blaschke-Santaló diagram has been stud-

ied for other pairs of quantities:

• for λ1(Ω) and λ2(Ω) by D. Bucur, G.B., I.

Figueiredo (SIAM J. Math. Anal. 1999);

• for λ1(Ω) and Per(Ω) by I. Ftouhi, J. Lam-

boley (on HAL);

• for T (Ω) and cap(Ω) by M. van den Berg,

G.B. (on arxiv and cvgmt);

• for T (Ω) and Per(Ω) by L. Briani, G.B., F.

Prinari (on arxiv and cvgmt).
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We start by considering the class of all do-

mains (with |Ω| = 1). The crucial thresholds

are:

• q = 2/(d + 2) in which the minimum of

λ(Ω)T q(Ω) is reached when Ω is a ball (Kohler-

Jobin 1978);

• q = 1 in which (Pólya inequality)

0 < λ(Ω)T (Ω) < 1.

Actually, we have supλ(Ω)T (Ω) = 1 and a

maximizing sequence is made by finely per-

forated domains.
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The finely perforated domains:
ε = distance between holes rε =radius of a hole

rε ∼ εd/(d−2) if d > 2, rε ∼ e−1/ε2
if d = 2.
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Summarizing: for all domains we have
8 G. BUTTAZZO

General domains ⌦

0 < q  2/(d + 2) min Fq(⌦) = Fq(B) sup Fq(⌦) = +1

2/(d + 2) < q < 1 inf Fq(⌦) = 0 sup Fq(⌦) = +1

q = 1 inf Fq(⌦) = 0 sup Fq(⌦) = 1

q > 1 inf Fq(⌦) = 0 sup Fq(⌦) < +1

Table 1. Bounds for Fq(⌦) when ⌦ varies among all domains.tableall

4. Convex domains
sconv

In the case of convex domains, some of the bounds seen in Section 3 remain:
taking as ⌦ a slab A⇥] � "/2, "/2[ we obtain

inf
n

Fq(⌦) : ⌦ convex
o

= 0 if q > 1,

sup
n

F1(⌦) : ⌦ convex
o

= +1 if q < 1.

The case q = 1 was studied in [2], where the following bounds have been obtained:
8
<
:

inf
n

F1(⌦) : ⌦ convex
o

= C� > 0,

sup
n

F1(⌦) : ⌦ convex
o

= C+ < 1.
(4.1) bounds

The explicit values for C� and C+ are not yet known and only conjectured, as below.

conje Conjecture 4.1. The values C� and C+ are given by

• C� = ⇡2/24 asymptotically reached by a thin “triangle”, obtained by A a
d � 1 rectangle and h(s1, . . . , sd�1) = s1;

• C+ = ⇡2/12 asymptotically reached by a thin “slab”, obtained by any A
and h(s1, . . . , sd�1) = 1.

The other cases follow easily from the bounds above.

Proposition 4.2. We have:

inf
n

Fq(⌦) : ⌦ convex
o
� C��d(d + 2)!

2/d
d

�1�q
if q < 1,

sup
n

Fq(⌦) : ⌦ convex
o
 C+

�
d(d + 2)!

2/d
d

�1�q
if q > 1.

Proof. Since

Fq(⌦) = F1(⌦)
⇣ T (⌦)

|⌦|1+2/d

⌘q�1
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The Blaschke-Santaló diagram with d = 2, for x =

λ(B)/λ(Ω) and y = T (Ω)/T (B) is contained in the

colored region.
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In the Blaschke-Santaló diagram with d = 2, the col-

ored region can be reached by domains Ω made by

union of disjoint disks.
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The full Blaschke-Santaló diagram in the case d = 1,

where x = π2/λ(Ω) and y = 12T (Ω).

15



The case Ω convex

If we consider only convex domains Ω, the

Blaschke-Santaló diagram is clearly smaller.

For the dimension d = 2 the conjecture is

π2

24
≤ λ(Ω)T (Ω)

|Ω| ≤ π2

12
for all Ω

where the left side corresponds to Ω a thin

triangle and the right side to Ω a thin rect-

angle.
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If the Conjecture for convex domains is true, the

Blaschke-Santaló diagram is contained in the colored

region.
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At present the only available inequalities are

the ones of [BFNT2016]: for every Ω ⊂ R2

convex

0.2056 ≈ π2

48
≤ λ(Ω)T (Ω)

|Ω| ≤ 0.9999

instead of the bounds provided by the con-

jecture, which are



π2/24 ≈ 0.4112 from below

π2/12 ≈ 0.8225 from above.
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In dimensions d ≥ 3 the conjecture is

π2

2(d+ 1)(d+ 2)
≤ λ(Ω)T (Ω)

|Ω| ≤ π2

12

• the right side asymptotically reached by a

thin slab

Ωε =
{

(x′, t) : 0 < t < ε
}

with x′ ∈ Aε, being Aε a d − 1 dimensional

ball of measure 1/ε

• the left side asymptotically reached by a thin

cone based on Aε above and with height dε.
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The convexity assumption on the admissible
domains provides a strong extra compact-
ness that allows to prove the existence of
optimal domains in the cases:





max
{
λ(Ω)T q(Ω) : Ω convex, |Ω| = 1

}
if q > 1

min
{
λ(Ω)T q(Ω) : Ω convex, |Ω| = 1

}
if q < 1.

This is obtained by showing that maximizing
(resp. minimizing) sequences Ωn are not too
thin, in the sense that

inradius(Ωn)

diameter(Ωn)
≥ cd,q ,

where cd,q > 0 depends only on d and q.
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Summarizing: for convex domains we have

ON THE RELATIONS BETWEEN PRINCIPAL EIGENVALUE AND TORSIONAL RIGIDITY 11

Since r(⌦) is fixed, (4.15) gives the required uniform upper bound for diam(⌦). A
straightforward computation shows that

Fq(B) =
�
j(d�2)/2

�2
(d(d + 2))�q!

2(1�q)/d
d , (4.16) e14

and (4.6) follows by (4.15) and (4.16). ⇤

Proof of Theorem 4.4. Let 0 < q < 1. We follow the same strategy as in the proof of
Theorem 4.3, and fix the inradius of the elements of a minimising sequence. To obtain
a uniform upper bound on the diameter we proceed as follows. For an open, bounded,
convex set in Rd we have by Theorem 1.1(i) in [14] in the special case p = q = 2 that

T (⌦)

|⌦|M(⌦)
� 2

d(d + 2)
, (4.17) e15

where M(⌦) is the maximum of the torsion function. On the other hand it is well
known that M(⌦) � �(⌦)�1, see for example [3] and the references therein. It follows
that

Fq(⌦) �
✓

2

d(d + 2)

◆q
�(⌦)1�q

|⌦|2(q�1)/d
. (4.18) e16

By (4.11),

Fq(⌦) � 23q�2⇡2(1�q)

�
d(d + 2)

�q

r(⌦)2(q�1)

|⌦|2(q�1)/d
. (4.19) e17

Furthermore, by the isodiametric inequality (see for instance [15]),

|⌦|  !d

2d
diam(⌦)d. (4.20) e18

For any element of a minimising sequence of (4.7) we have Fq(B) � Fq(⌦). This gives,
by (4.19)–(4.20),

r(⌦)

diam(⌦)
� ⇡2(5q�4)/(2(1�q))!

1/d
d (d(d + 2)q/(2(q�1))Fq(B)1/(2(q�1)). (4.21) e19

Since r(⌦) is fixed diam(⌦) is uniformly bounded from above. This completes the proof
of the existence of a minimiser. Finally (4.8) follows from (4.16) and (4.21). ⇤

We may then summarize the results about the case of convex domains in Table 2.

Convex domains ⌦

q < 1 min Fq(⌦) > 0 sup Fq(⌦) = +1

q = 1 inf F1(⌦) = C�
d > 0 sup F1(⌦) = C+

d < 1

q > 1 inf Fq(⌦) = 0 max Fq(⌦) < +1

Table 2. Bounds for Fq(⌦) when ⌦ varies among convex domains.tableconvex 21



The only case in which the conjecture has

been proved (van den Berg-B.-Pratelli) is the

case of thin domains, that is

Ωε =
{

(s, t) : s ∈ A, εh−(s) < t < εh+(s)
}

where ε is a small positive parameter and

h−, h+ are two given functions (h = h+− h−
is the local thickness function).

By using the asymptotics (as ε→ 0):
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λ(Ωε) ≈
ε−2π2

‖h‖2L∞
[Borisov-Freitas 2010]

T (Ωε) ≈
ε3

12

∫
h3(s) ds |Ωε| ≈ ε

∫
h(s) ds.

the problem is reduced to the optimization

of a quantity depending on h:

λ(Ωε)T (Ωε)

|Ωε|
≈ π2

12

∫
h3(s) ds

‖h‖2L∞
∫
h ds

.

The proof then uses the convexity of Ωε

(concavity of h) and a kind of reverse Hölder

inequality.
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We can show that the Blaschke-Santaló di-

agram is the region between two graphs:

the function y = x(d+2)/2 from below (Kohler-

Jobin bound);

a suitable function y = h(x) from above,

where h : [0,1]→ [0,1] is increasing and with

x(d+2)/2
([
x−d/2

]
+
(
x−d/2 −

[
x−d/2

])(d+2)/d
)

≤ h(x) ≤ xd(d+ 2)2

2xd+ (d+ 2)λ(B)
.
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This is obtained by using the so-called Con-

tinuous Steiner Symmetrization, developed

by F. Brock (1995). This consists in de-

forming a set Ω obtaining a family Ωt with

t ∈ [0,1], with the properties:

Ω0 = Ω, Ω1 = B, |Ωt| = |Ω| ∀t

λ(Ωt) decreasing, T (Ωt) increasing.

Unfortunately, the map t 7→
(
λ(Ωt), T (Ωt)

)
is

not continuous in general (only if Ω is con-

vex) because this phenomenon may occur.
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CONTINUOUS STEINER SYMMETRIZATION AND BLASCHKE-SANTALÓ DIAGRAMS 5

3. The continuous Steiner symmetrization

In this section we describe the continuous Steiner symmetrization studied by Brock
in [9, 10]. As described in the introduction, this is a path of open sets ⌦t which start from
a given open set ⌦0 = ⌦ and end with the Steiner symmetral ⌦1 = ⌦⇤

⌫ of ⌦ with respect
to a given direction ⌫ 2 Sd�1. In this construction the variable t ranges from 0 to +1,
while in Theorem 1.1 we preferred to use t 2 [0, 1], this is clearly only a matter of taste
and does not make any real di↵erence.

In order to describe this symmetrization, the important issue is to discuss the one-
dimensional case. Let us start assuming that ⌦ = (a, b) is an open segment in R. In this
case, for every t the set ⌦t is again a segment (at, bt) of length bt�at = b�a, which moves
towards right with velocity (bt + at)/2. In other words, the position of the barycenter
mt = (bt + at)/2 is given by e�tm0, and in particular ⌦1 =

�
� (a + b)/2, (a + b)/2

�
is the

Steiner symmetral of ⌦.
Let us now assume that ⌦ ⇢ R is given by a finite union of open segments with

disjoint closures. In this case, for small t each of the segments moves according with the
above rule. There is then a smallest time t1 > 0 when two consecutive segments meet, so
in particular ⌦t1 is given by a finite union of segments, and (at least) two of them have a
common endpoint. Let us call ⌦+

t1 = Int
�
⌦t1

�
, that is, we add to the set ⌦t1 the common

endpoints. The set ⌦+
t1 is then a finite union of open segments with disjoint closures,

and for t > t1 with small di↵erence t � t1 we can define ⌦t =
�
⌦+

t1

�
t�t1

. Again, there is

a smallest time t2 > t1 when two consecutive segments meet, and so on. After a finite
number of junctions, the set ⌦t is then remained a single segment, and then we leave it
evolve to the symmetric segment ⌦1 as already described.

As shown by Brock, there is a general rule which works for all the open subsets of R,
and which reduces to the one depicted above in the case of finitely many segments.

The construction in Rd is basically one-dimensional. Calling, for every y 2 Rd orthog-
onal to the direction ⌫, ⌦y the y-section of ⌦, made by all points x of ⌦ such that y�x is
parallel to ⌫, one simply defines ⌦t the set such that, for every y, (⌦t)

y = (⌦y)t. As shown
in [9, 10, 11, 13], the family of sets ⌦t has various properties. They are all sets with the
same measure, being ⌦0 = ⌦ and ⌦1 = ⌦⇤

⌫ . In addition, the first eigenvalue �(⌦t) and
the torsional rigidity T (⌦t) are respectively decreasing and increasing with respect to t.
More precisely, they are both continuous from the left, and they can have jumps from the
right. One can say even more, that is, if s % t then the sets ⌦s are �-converging to ⌦t.

⌦0 ⌦� ⌦⌧

y0

y�

y⌧

Figure 1. A set ⌦ such that t 7! �(⌦t) is discontinuous.

The reason why the sets behave badly if s & t can be easily understood with an
example. Let us assume that ⌦ = ⌦0 has a U-shape as in Figure 1, and that ⌫ is the
horizontal vector. The set ⌦ already coincides with ⌦⇤

⌫ below a height y0, hence for every

Discontinuities occur when an internal “fracture” appears.
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It would be very interesting to obtain a de-
formation t 7→ Ωt really continuous, that we
(A. Pratelli and I) believe possible. Never-
theless, we can show that this is true for a
dense family of sets, namely for every poly-
hedral domain Ω.

This is enough to conclude that the Blaschke-
Santaló diagram E is the region between two
graphs, because we can prove that:




E is convex horizontally

E is convex vertically
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10 G. BUTTAZZO AND A. PRATELLI

(0, 0) (1, 0)

(0, 1) (1, 1)

(x0, y0)

'

Figure 3. Argument of the proof of Theorem 1.2.

(xk, yk) the numbers given by (5.2) with ⌦k in place of ⌦, we have then that the points
(xk, yk) converge to (x0, y0). The argument already presented for polyhedra ensures that
every pair (x, y) 2 [0, 1]2 such that y > x(d+2)/2 and such that x > xk and y < yk for some
k 2 N belongs to E. Of course, if x > x0 and y < y0 then x > xk and y < yk for k large
enough, hence the existence of an increasing function h satisfying (1.3) follows.

Finally, concerning the bound (1.4) on h, the upper one coincides with (5.5), and the
lower one is proved in [3, Proposition 7.2]. ⇤

Remark 5.2. We conclude with a short discussion about the equalities in (1.3). More
precisely, it would be interesting to determine whether or not the points (x, y) 2 [0, 1]2

with y = x(d+2)/2 or with y = h(x) belong to E. The first part is actually known. Indeed,
as observed in [7, Remark 4.2], the Kohler-Jobin inequality (5.3) is strict for every set
⌦ which is not a ball. Therefore, the point (x, x(d+2)/2) does not belong to E for every
0  x < 1, while of course (1, 1) 2 E, since it corresponds to the ball. Instead, we do not
know whether the points (x, h(x)) belong to E for 0 < x < 1.
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Open questions

• characterize sup
|Ω|=1

λ(Ω)T q(Ω) when q > 1;

• prove (or disprove) the conjecture for con-

vex sets;

• simply connected domains or star-shaped

domains? The bounds may change;

• full Blaschke-Santaló diagram;

• p-Laplacian instead of Laplacian?

• efficient experiments (random domains?).
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The case p =∞. We have as p→∞




(
Tp(Ω)

)1/p →
∫

Ω
dist∂Ω dx

(
λp(Ω)

)1/p → ‖dist∂Ω ‖−1∞

so that for the limit shape functional we have
(
λp(Ω)Tp(Ω)

|Ω|p−1

)1/p
→

∫
Ω dist∂Ω dx

|Ω|‖dist∂Ω ‖∞
= F∞(Ω).

Problem Is it true that (when d = 2)

sup
Ω

F∞(Ω) =
1

|E|

∫

E
|x| dx =

1

3
+

log 3

4
≈ 0.608

where E is the regular unitary exagon?
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A planar domain that should asymptotically give the supremum of F∞.
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