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Goal: show that classes of efficient algorithms do not solve $\operatorname{MCSP}(f, s)$.
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## Open Problem ([Raz22])

Prove that SoS requires degree $s^{\Omega(1)}$ to refute $\operatorname{MCSP}(f, s)$.

## Sum of Squares
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- The SoS size of refuting $\mathcal{P}$ is the min number of monomials in any SoS refutation
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## Theorem

Let $f$ be a Boolean function that has a circuit of size $s \geq n^{d(\varepsilon)}$ computing $f$ on all but $t$ inputs. Then SoS requires size $\exp \left(\Omega_{\varepsilon}\left(s^{2-\varepsilon} / t\right)\right)$ to refute $\operatorname{MCSP}(f, s)$.

For example, we may set $s=2^{n^{0.99}}$ and $t=s^{1.5}$, then SoS requires size $2^{\Omega\left(2^{n^{0.99}}\right)}$.
Similar results in the monotone setting for monotone slice functions.
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- $C_{\beta}(\alpha)=f(\alpha)$ is sat iff the circuit encoded by $\beta$ evaluates to $f(\alpha)$ on input $\alpha$
- Idea: restrict $\operatorname{Circuit}_{s}(y)$ by $\rho$ s.t. sat assignments correspond to a "nice" set of circuits
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Use explicit expanders [GUV09] and known SoS lower bounds [Gri01] to obtain main theorem.
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- Same ideas can be used to recover PC degree lower bounds
- Unifies and simplifies these MCSP lower bounds
- Equational CSP (e.g. $k$-XOR) lower bounds over expanders $\Rightarrow \operatorname{MCSP}(f, s)$ lower bounds
- Some open problems:
- Cutting Planes lower bounds for $\operatorname{MCSP}(f, s)$
- More general size lower bounds for SoS
- Can SoS prove anything in the monotone setting?

Thanks!
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