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The Inverse Problem



The Inverse Problem
Recover coefficients        from 
measurements

where

<latexit sha1_base64="kwDPWp9HAFS+FwOPXIjan/R8sQw=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBItQN2VGirpwUXDjsoJ9QDuUTJppQ5PMmGSKZeh3uHGhiFs/xp1/Y6btQlsPBA7n3Ms9OUHMmTau++3k1tY3Nrfy24Wd3b39g+LhUVNHiSK0QSIeqXaANeVM0oZhhtN2rCgWAaetYHSb+a0xVZpF8sFMYuoLPJAsZAQbK/mi3BXYDIMwfZqe94olt+LOgFaJtyAlWKDeK351+xFJBJWGcKx1x3Nj46dYGUY4nRa6iaYxJiM8oB1LJRZU++ks9BSdWaWPwkjZJw2aqb83Uiy0nojATmYR9bKXif95ncSE137KZJwYKsn8UJhwZCKUNYD6TFFi+MQSTBSzWREZYoWJsT0VbAne8pdXSfOi4l1WqvfVUu1mUUceTuAUyuDBFdTgDurQAAKP8Ayv8OaMnRfn3fmYj+acxc4x/IHz+QOYaZH7</latexit>

m(x)

<latexit sha1_base64="hX9ERMi7jTn6pZf1yiH1EncNFgk=">AAACDnicbVDLSsNAFJ34rPUVdelmsBQqSEmkqBuh6MZlBfuAJoTJZNJOM3kwMxFL6Be48VfcuFDErWt3/o2TNgttPXDhcM693HuPmzAqpGF8a0vLK6tr66WN8ubW9s6uvrffEXHKMWnjmMW85yJBGI1IW1LJSC/hBIUuI103uM797j3hgsbRnRwnxA7RIKI+xUgqydGrnpPRUTCBlzB1aM2KQzJAzugEWiGSQ9fPHiZOcOzoFaNuTAEXiVmQCijQcvQvy4txGpJIYoaE6JtGIu0McUkxI5OylQqSIBygAekrGqGQCDubvjOBVaV40I+5qkjCqfp7IkOhEOPQVZ35kWLey8X/vH4q/Qs7o1GSShLh2SI/ZVDGMM8GepQTLNlYEYQ5VbdCPEQcYakSLKsQzPmXF0nntG6e1Ru3jUrzqoijBA7BEagBE5yDJrgBLdAGGDyCZ/AK3rQn7UV71z5mrUtaMXMA/kD7/AFUVJus</latexit>

dijk = ui(!j ,xk)

<latexit sha1_base64="xLevIYw6LYE9pQbsAmtayNaLGIY=">AAACR3icbVBBaxpBGJ01aWptk9j0mMsQCSgNshtC20tA2kuPFmoiuCqz47c6ODO7nfm2VBb/XS695pa/kEsODaXHjroQY/Jg4PHe+/i+eVEqhUXfv/FKW9svdl6WX1Vev9nd26++PbiwSWY4dHgiE9ONmAUpNHRQoIRuaoCpSMJlNP2y8C9/grEi0d9xlkJfsbEWseAMnTSsDkIJMdbDRMGYDU6pqoeK4SSK81/zBn1PQ80i6YzQiPEEG9lQFNkTuh48pz8enDVjWK35TX8J+pQEBamRAu1h9TocJTxToJFLZm0v8FPs58yg4BLmlTCzkDI+ZWPoOaqZAtvPlz3M6bFTRjROjHsa6VJdn8iZsnamIpdcnGg3vYX4nNfLMP7Uz4VOMwTNV4viTFJM6KJUOhIGOMqZI4wb4W6lfMIM4+iqr7gSgs0vPyUXp83gQ/Ps21mt9bmoo0wOyRGpk4B8JC3ylbRJh3ByRW7JH3Lv/fbuvL/ev1W05BUz78gjlLz/I16w7A==</latexit>�
!2m(x) +r2

�
ui(!,x) = qi(!,x)



PDE-constrained optimisation



PDE-constrained optimisation
Discretise-then-optimise:

§ All-at-once
§ Reduced
§ Penalty method

<latexit sha1_base64="WOSvOnW2Evy+Qd15HbtuCUjr3dw=">AAACdHicbVHPTxQxFO6MiLAqLnrwIIfqhgQTmcxsCHiQBOLF45q4QLKzTDqdztLQdob2lbgp8xfw33Hzz+DC2e4yqIAvafJ93/vZ9/JacANx/CsInyw8XXy2tNx5/uLlyqvu6usDU1lN2ZBWotJHOTFMcMWGwEGwo1ozInPBDvPTrzP/4TnThlfqB0xrNpZkonjJKQEvZd3LVHKVuVQSOMlLJ5tPeNjg1FiZOb6bNMdOZcYLF4O7ENtkHG/iO1p4ml5k/eM+Ts8sKXAK7Cc4E0HUtMr+xt/yH++V2f1T5szTrNuLo3hu+DFIWtBDrQ2y7lVaVNRKpoAKYswoiWsYO6KBU8GaTmoNqwk9JRM28lARyczYzZfW4HWvFListH8K8Fz9N8MRacxU5j5yNqN56JuJ//ONLJSfx46r2gJT9LZRaQWGCs8ugAuuGQUx9YBQzf2smJ4QTSj4O3X8EpKHX34MDvpRsh1tfd/q7X1p17GE3qEPaAMlaAftoW9ogIaIouvgbYCD98FNuBb2wvXb0DBoc96gexZGvwE5bL9U</latexit>

min
m,U

nsX

i=1

kPui � dik22 s.t. A(m)ui = qi



All-at-once methods

§ Set up saddle-point problem for
§ Solve using Newton-Krylov method
§ Avoids solving PDE at each step
§ Requires large amount of storage

<latexit sha1_base64="baCTCAmW2OspFvfS98R0kCf/3rg=">AAAB+3icbVBPS8MwHE3nvzn/1Xn0EhzChDFaGerBw8CLxwl2DrYy0izdwpK0JKk4Sr+KFw+KePWLePPbmG496OaDwOO934/fywtiRpV2nG+rtLa+sblV3q7s7O7tH9iH1a6KEomJhyMWyV6AFGFUEE9TzUgvlgTxgJGHYHqT+w+PRCoaiXs9i4nP0VjQkGKkjTS0q/UBR3oShCnPGtBrwO7Z0K45TWcOuErcgtRAgc7Q/hqMIpxwIjRmSKm+68TaT5HUFDOSVQaJIjHCUzQmfUMF4kT56Tx7Bk+NMoJhJM0TGs7V3xsp4krNeGAm86Bq2cvF/7x+osMrP6UiTjQReHEoTBjUEcyLgCMqCdZsZgjCkpqsEE+QRFibuiqmBHf5y6uke950L5qtu1atfV3UUQbH4ATUgQsuQRvcgg7wAAZP4Bm8gjcrs16sd+tjMVqyip0j8AfW5w8WWpMp</latexit>

(m, U, V )

<latexit sha1_base64="DLOo4QDV8Ud3DAyw6F6u69XSfuo=">AAACgnicdVFdT9swFHUytrFubN143IuhQipsdElBYw9MYuKFx06iBalpLcd1WgvbCfYNWhXyQ/a3eOPXbE4p33AlS+ec++l740wKC0Fw6fkvFl6+er34pvb23dL7D/WPn3o2zQ3jXZbK1BzH1HIpNO+CAMmPM8OpiiU/ik/2K//RGTdWpPoQphkfKDrWIhGMgpNI/W+khCZFpChM4qRQ5VfcLbGjf0gPRzZXpBA/w3JYaGKdft65jsxLIvAmvqYjR6Nz0h628Zcb8cyJw8NoJZI8geav5m2X9WfKnFZljBhPYJ3UG0ErmBl+DMI5aKC5dUj9IhqlLFdcA5PU2n4YZDAoqAHBJC9rUW55RtkJHfO+g5oqbgfFbIUlXnPKCCepcU8Dnql3MwqqrJ2q2EVWo9qHvkp8ytfPIfkxKITOcuCaXTVKcokhxdU98EgYzkBOHaDMCDcrZhNqKAN3tZpbQvjwy49Br90Kv7e2f2839nbn61hEn9EqaqIQ7aA9dIA6qIsY+ueteS3vm7/gb/ihv3UV6nvznGV0z/zd/32lw84=</latexit>

min
m,U

max
V

nsX

i=1

kPui � dik22 + vT
i (A(m)ui � qi)



Reduced-space approach

§ Solve PDE explicitly for each source 
term

§ Non-linear optimization in 
§ Requires adjoint-solve to compute 

gradient w.r.t.

<latexit sha1_base64="DM6G6XDq8rJM5bmaGESppBzLNvY=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqsxIURcuCm5cVrAPbIeSSTNtaJIZkoxQhv6FGxeKuPVv3Pk3Zqaz0NYDgcM595JzTxBzpo3rfjultfWNza3ydmVnd2//oHp41NFRoghtk4hHqhdgTTmTtG2Y4bQXK4pFwGk3mN5mfveJKs0i+WBmMfUFHksWMoKNlR4HAptJEKZiPqzW3LqbA60SryA1KNAaVr8Go4gkgkpDONa677mx8VOsDCOcziuDRNMYkyke076lEguq/TRPPEdnVhmhMFL2SYNy9fdGioXWMxHYySyhXvYy8T+vn5jw2k+ZjBNDJVl8FCYcmQhl56MRU5QYPrMEE8VsVkQmWGFibEkVW4K3fPIq6VzUvct6475Ra94UdZThBE7hHDy4gibcQQvaQEDCM7zCm6OdF+fd+ViMlpxi5xj+wPn8Ae2ikRQ=</latexit>m

<latexit sha1_base64="DM6G6XDq8rJM5bmaGESppBzLNvY=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqsxIURcuCm5cVrAPbIeSSTNtaJIZkoxQhv6FGxeKuPVv3Pk3Zqaz0NYDgcM595JzTxBzpo3rfjultfWNza3ydmVnd2//oHp41NFRoghtk4hHqhdgTTmTtG2Y4bQXK4pFwGk3mN5mfveJKs0i+WBmMfUFHksWMoKNlR4HAptJEKZiPqzW3LqbA60SryA1KNAaVr8Go4gkgkpDONa677mx8VOsDCOcziuDRNMYkyke076lEguq/TRPPEdnVhmhMFL2SYNy9fdGioXWMxHYySyhXvYy8T+vn5jw2k+ZjBNDJVl8FCYcmQhl56MRU5QYPrMEE8VsVkQmWGFibEkVW4K3fPIq6VzUvct6475Ra94UdZThBE7hHDy4gibcQQvaQEDCM7zCm6OdF+fd+ViMlpxi5xj+wPn8Ae2ikRQ=</latexit>m

<latexit sha1_base64="+Fbc+npmMpMrzkix0tMFfHA1TTc=">AAACQnicbVDLSgMxFM34tr6qLt0Ei1AXLTNF1IVCxY3LCtYHnXbIpBkNJpkxyQglzre58Qvc+QFuXCji1oXpQ9TWA4Fzzr2Xe3PChFGlXffJGRufmJyanpnNzc0vLC7ll1dOVZxKTOo4ZrE8D5EijApS11Qzcp5IgnjIyFl4fditn90SqWgsTnQnIU2OLgWNKEbaWkH+wudUBMbnSF+FkeFZBn2V8sDQfS9rGREoa9zVDoo/HZstU/Kyb32TBRSW4LdsW+nfBZVWJcgX3LLbAxwl3oAUwAC1IP/ot2OcciI0ZkiphucmummQ1BQzkuX8VJEE4Wt0SRqWCsSJappeBBncsE4bRrG0T2jYc39PGMSV6vDQdnYvVcO1rvlfrZHqaLdpqEhSTQTuL4pSBnUMu3nCNpUEa9axBGFJ7a0QXyGJsLap52wI3vCXR8lppextl7eOtwrVvUEcM2ANrIMi8MAOqIIjUAN1gME9eAav4M15cF6cd+ej3zrmDGZWwR84n1+8grH/</latexit>

min
m

nsX

i=1

kPA(m)�1qi � dik22



A penalty method

§ Add PDE as quadratic penalty
§ Solve for    explicitly
§ Non-linear optimization in
§ No explicit adjoint-solve required
§ Reduces the non-linearity

<latexit sha1_base64="yNxxvn9a/YVP8YCUu/H3/oswX+g=">AAACbnicdVHLSgMxFM2M7/pqFVxYxGARKmqZKaIuFBQ3LitYFTp1yGQyGppkxiQjlHGW/qA7v8GNn2D68K0XAueee0/uzUmQMKq04zxb9sjo2PjE5FRhemZ2br5YWrhQcSoxaeKYxfIqQIowKkhTU83IVSIJ4gEjl0HnpFe/vCdS0Vic625C2hzdCBpRjLSh/OKjx6nwM48jfRtEGc+3YDOHnkq5n9FDN7/OhK8M8dB4b0lzn8Jt+J6GJvUe/Pp1HW5Cj5nJITLtx9XPKzf+kd59SP1ixak5/YC/gTsEFTCMhl988sIYp5wIjRlSquU6iW5nSGqKGckLXqpIgnAH3ZCWgQJxotpZ364crhsmhFEszREa9tmvigxxpbo8MJ29TdXPWo/8q9ZKdbTfzqhIUk0EHgyKUgZ1DHvew5BKgjXrGoCwpGZXiG+RRFibHyoYE9yfT/4NLuo1d7e2c7ZTOToY2jEJymANVIEL9sAROAUN0AQYvFgla9kqW6/2kr1irw5abWuoWQTfwq6+AbKQvDc=</latexit>

min
m,U

nsX

i=1

kPui � dik22 + �kA(m)ui � qik22

<latexit sha1_base64="8LDfdIz303IsZ+kEjpqATmbEh/Q=">AAAB6HicbVA9SwNBEJ2LXzF+RS1tFoNgFe4kqIVFwMYyAS8GkiPsbeaSNXt7x+6eEEJ+gY2FIrb+JDv/jZvkCk18MPB4b4aZeWEquDau++0U1tY3NreK26Wd3b39g/LhUUsnmWLos0Qkqh1SjYJL9A03AtupQhqHAh/C0e3Mf3hCpXki7804xSCmA8kjzqixUtPvlStu1Z2DrBIvJxXI0eiVv7r9hGUxSsME1brjuakJJlQZzgROS91MY0rZiA6wY6mkMepgMj90Ss6s0idRomxJQ+bq74kJjbUex6HtjKkZ6mVvJv7ndTITXQcTLtPMoGSLRVEmiEnI7GvS5wqZEWNLKFPc3krYkCrKjM2mZEPwll9eJa2LqndZrTVrlfpNHkcRTuAUzsGDK6jDHTTABwYIz/AKb86j8+K8Ox+L1oKTzxzDHzifP7JNjNw=</latexit>

U
<latexit sha1_base64="DM6G6XDq8rJM5bmaGESppBzLNvY=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqsxIURcuCm5cVrAPbIeSSTNtaJIZkoxQhv6FGxeKuPVv3Pk3Zqaz0NYDgcM595JzTxBzpo3rfjultfWNza3ydmVnd2//oHp41NFRoghtk4hHqhdgTTmTtG2Y4bQXK4pFwGk3mN5mfveJKs0i+WBmMfUFHksWMoKNlR4HAptJEKZiPqzW3LqbA60SryA1KNAaVr8Go4gkgkpDONa677mx8VOsDCOcziuDRNMYkyke076lEguq/TRPPEdnVhmhMFL2SYNy9fdGioXWMxHYySyhXvYy8T+vn5jw2k+ZjBNDJVl8FCYcmQhl56MRU5QYPrMEE8VsVkQmWGFibEkVW4K3fPIq6VzUvct6475Ra94UdZThBE7hHDy4gibcQQvaQEDCM7zCm6OdF+fd+ViMlpxi5xj+wPn8Ae2ikRQ=</latexit>m



Challenges for solvers
§ Need to solve for many r.h.s.
§ Robust and predictable convergence 

behaviour is desired
§ May not need a very accurate 

solution
§ Solve overdetermined problems 

involving Helmholtz



Challenges for solvers
§ A simple preconditioner
§ Harnessing inexactness
§ Re-ordering the computations
§ Data-augmented systems



Challenges for solvers
§ A simple preconditioner
§ Harnessing inexactness
§ Re-ordering the computations
§ Data-augmented systems



Simple preconditioning
A symmetric Kaczmarz-sweep leads to

with

Now solve using CG.

<latexit sha1_base64="QGoOia5/VzDvqOaJAkOZajfoj4M=">AAACHXicbZDLSsNAFIYn9VbrrerSzWARKoWSSFEXCgU3LluxF2hjmUwn7dDJJM5MhBLyIm58FTcuFHHhRnwbJ20E2/rDwM93zmHO+Z2AUalM89vILC2vrK5l13Mbm1vbO/ndvab0Q4FJA/vMF20HScIoJw1FFSPtQBDkOYy0nNFVUm89ECGpz2/VOCC2hwacuhQjpVEvX+l6SA0dNwrju6g4KlnHMbyE9VmqWQne/LL7uJcvmGVzIrhorNQUQKpaL//Z7fs49AhXmCEpO5YZKDtCQlHMSJzrhpIECI/QgHS05cgj0o4m18XwSJM+dH2hH1dwQv9ORMiTcuw5ujPZUM7XEvhfrRMq99yOKA9CRTiefuSGDCofJlHBPhUEKzbWBmFB9a4QD5FAWOlAczoEa/7kRdM8KVun5Uq9UqhepHFkwQE4BEVggTNQBdegBhoAg0fwDF7Bm/FkvBjvxse0NWOkM/tgRsbXD04WoW4=</latexit>

u(k+1) = Qu(k) +Rq

<latexit sha1_base64="3T8ovJktHYgm+3sZLQUjCO5MeiE=">AAACN3icbZBNS0JBFIbn2pfZl9WyzZAEmin3hpSbwMiFQURClqAm546jDs39aGZuIBf/VZv+RrvatCiibf+gUe+ishcGXp5zDmfOa/ucSWWaz0ZsZnZufiG+mFhaXlldS65vXEkvEITWiMc9UbdBUs5cWlNMcVr3BQXH5vTavj0Z1a/vqZDMcy/VwKctB3ou6zICSqN28ryKj/ApzuHjm93K8R5u3gXQwRUNm8D9PqT3cxOTSZdxNoK4lrkJc9awnC5nI3I2Ie1kysybY+FpY0UmhSJdtJNPzY5HAoe6inCQsmGZvmqFIBQjnA4TzUBSH8gt9GhDWxccKlvh+O4h3tGkg7ue0M9VeEx/ToTgSDlwbN3pgOrLv7UR/K/WCFS32AqZ6weKumSyqBtwrDw8ChF3mKBE8YE2QATTf8WkDwKI0lEndAjW35OnzdV+3jrIF6qFVKkYxRFHW2gbpZGFDlEJVdAFqiGCHtALekPvxqPxanwYn5PWmBHNbKJfMr6+AVGKpkk=</latexit>

Q = I �A
⇤
HA, H = ↵(2� ↵)(D + ↵U)�1

D(D + ↵L)�1



Fourier analysis yields an optimal 
choice for    for each frequency

Simple preconditioning

<latexit sha1_base64="vz4i5IBjKwt2MhNxVM3soNUTm70=">AAAB7XicbVA9SwNBEJ2LXzF+RS1tFoNgFe4kqIVFwMYygvmA5Ahzm71kzd7esbsnhCP/wcZCEVv/j53/xk1yhSY+GHi8N8PMvCARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVFHWpLGIVSdAzQSXrGm4EayTKIZRIFg7GN/O/PYTU5rH8sFMEuZHOJQ85BSNlVo9FMkI++WKW3XnIKvEy0kFcjT65a/eIKZpxKShArXuem5i/AyV4VSwaamXapYgHeOQdS2VGDHtZ/Nrp+TMKgMSxsqWNGSu/p7IMNJ6EgW2M0Iz0sveTPzP66YmvPYzLpPUMEkXi8JUEBOT2etkwBWjRkwsQaq4vZXQESqkxgZUsiF4yy+vktZF1bus1u5rlfpNHkcRTuAUzsGDK6jDHTSgCRQe4Rle4c2JnRfn3flYtBacfOYY/sD5/AGMoY8b</latexit>↵
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Figure 1: (a) Amplitude (cf. eq. 26) as a function of θ and ω for a fixed number
of gridpoints per wavelength ng = 10. (b) Shows the ‘condition number’ as a
function of ω for ng = 10. The optimal ω ≈ 1.5. (c) shows the optimal ω as a
function of ng.
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Figure 2: Number of CG iterations needed to converge to a tolerance of 10−6 for
various ω with either a fixed number of gridpoints per wavelength ng = 10 (a)
or a fixed gridspacing based on the highest wavenumber used (b). The predicted
optimal ω is indicated by a dashed line and coincides with the lowest iteration
count.
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<latexit sha1_base64="vz4i5IBjKwt2MhNxVM3soNUTm70=">AAAB7XicbVA9SwNBEJ2LXzF+RS1tFoNgFe4kqIVFwMYygvmA5Ahzm71kzd7esbsnhCP/wcZCEVv/j53/xk1yhSY+GHi8N8PMvCARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVFHWpLGIVSdAzQSXrGm4EayTKIZRIFg7GN/O/PYTU5rH8sFMEuZHOJQ85BSNlVo9FMkI++WKW3XnIKvEy0kFcjT65a/eIKZpxKShArXuem5i/AyV4VSwaamXapYgHeOQdS2VGDHtZ/Nrp+TMKgMSxsqWNGSu/p7IMNJ6EgW2M0Iz0sveTPzP66YmvPYzLpPUMEkXi8JUEBOT2etkwBWjRkwsQaq4vZXQESqkxgZUsiF4yy+vktZF1bus1u5rlfpNHkcRTuAUzsGDK6jDHTSgCRQe4Rle4c2JnRfn3flYtBacfOYY/sD5/AGMoY8b</latexit> ↵ <latexit sha1_base64="vz4i5IBjKwt2MhNxVM3soNUTm70=">AAAB7XicbVA9SwNBEJ2LXzF+RS1tFoNgFe4kqIVFwMYygvmA5Ahzm71kzd7esbsnhCP/wcZCEVv/j53/xk1yhSY+GHi8N8PMvCARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVFHWpLGIVSdAzQSXrGm4EayTKIZRIFg7GN/O/PYTU5rH8sFMEuZHOJQ85BSNlVo9FMkI++WKW3XnIKvEy0kFcjT65a/eIKZpxKShArXuem5i/AyV4VSwaamXapYgHeOQdS2VGDHtZ/Nrp+TMKgMSxsqWNGSu/p7IMNJ6EgW2M0Iz0sveTPzP66YmvPYzLpPUMEkXi8JUEBOT2etkwBWjRkwsQaq4vZXQESqkxgZUsiF4yy+vktZF1bus1u5rlfpNHkcRTuAUzsGDK6jDHTSgCRQe4Rle4c2JnRfn3flYtBacfOYY/sD5/AGMoY8b</latexit> ↵



Simple preconditioning
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Figure 3: (a) wavenumber profile, (b) incident plane wave, (c) resulting wavefield
and (d) convergence histories for ω = 1.5 (blue), ω = 1.95 (green) and a spatially
varying ω (red).
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Fig. 1. (a) Overthrust velocity model, (b) wavefield at 4 Hz for point source.

Table 1
Iteration counts for CGMN, BiCGstab, and GMRES for different frequencies (using a constant

number of grid points per wavelength). Here, N denotes the total number of unknowns and *
indicates that the method did not converge to the desired tolerance of ε = 10−6 within 5000 iterations.

f [Hz] N CGMN BiCGs GMRES(5)
0.5 23276.0 308.0 81.0 139.0
1.0 186208.0 564.0 150.0 425.0
2.0 1455808.0 960.0 911.0 1603.0
4.0 11646464.0 2123.0 * *

The iteration counts for various frequencies (using a constant number of grid
points per wavelength) are listed in Table 1. For low frequencies (and hence small
systems), BiCGstab converges much faster than both CGMN and GMRES(5). For
higher frequencies, however, the difference between the three methods becomes less
and for the highest frequency, BiCGstab fails to converge at all. GMRES(5) does
well for the low frequencies, but converges very slowly for the highest frequency. This
could be countered by increasing the history size, but this would not be feasible in
practice due to memory limitations. CGMN, despite being suboptimal for the lower
frequencies, does much better than the other two methods for the highest frequency.

The corresponding convergence histories are shown in Figure 2. These plots
clearly illustrate the convergence behavior of the different methods; BiCGstab con-
verges very irregularly, and both GMRES and CGMN decrease the residual mono-
tonically.

Block-CG. To test the performance of the block-CG approach, we compute
the wavefields for various frequencies for a number of randomly located sources in
the z = 0 plane using various block sizes for a tolerance of ε = 10−6 (in terms of
||(I −Q)u−Rs||F ). The results in terms of the number of iterations and CPU times
are shown in Table 2.1 The convergence histories (again in terms of ||(I−Q)u−Rs||F )
are shown in Figure 3. We observe that the convergence is not sped up uniformly; for
the first 100–200 iterations, all block sizes yield the same result and the largest block
sizes show superlinear convergence after this.

The block iterative approach is only beneficial when enough right-hand sides are
available, where the optimal number of right-hand sides depends on the size of the
system. However, too large block sizes may result in loss of orthogonality of the
residuals before the desired tolerance is reached. In these experiments, we restricted

1These experiments were done on a dual-core SuperMicro system with 2 Intel Xeon E5-2670@2.6
Ghz and 128 GB RAM.
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sizes show superlinear convergence after this.

The block iterative approach is only beneficial when enough right-hand sides are
available, where the optimal number of right-hand sides depends on the size of the
system. However, too large block sizes may result in loss of orthogonality of the
residuals before the desired tolerance is reached. In these experiments, we restricted
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Fig. 2. Convergence histories for BICGstab (black), GMRES(5) (blue), and CGMN (red) for
various frequencies: (a) .5 Hz, (b) 1 Hz, (c) 2 Hz, and (d) 4 Hz. These plots clearly illustrate
the convergence behavior of the different methods; BiCGstab converges very irregulary, and both
GMRES and CGMN decrease the residual monotonically.

Table 2
Iteration counts (averaged over all the runs needed to compute all the wavefields) and CPU

times for computing the wavefields for a number of point sources (10 for f = 0.5 Hz, 50 for f = 1
Hz, and 200 for f = 4 Hz) distributed randomly on the surface using different block sizes. Using
larger blocks can significantly speed up the convergence, both in terms of the number of iterations
and the CPU time.

f [Hz] N block size iter time [s]
0.5 23276 1 291 35.9

2 278 43.3
5 200 29.7
10 115 15.2

1.0 186208 1 484 2859.9
5 477 2419.8
10 456 2279.7
50 220 1067.7

2.0 1455808 1 828 125358.2
10 811 122732.7
50 716 109424.7
100 559 82938.2

ourselves to using only modest block sizes thereby circumventing the need for deflation
techniques as discussed in section 2.1.

CARP-CG. The domain decomposition is done in the y direction only. Splitting
the domain only in the last direction greatly simplifies the implementation, as the
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Fig. 3. Convergence histories for block-CGMN with various block sizes for frequencies (a) .5 Hz,
(b) 1 Hz, and (c) 2 Hz. Interestingly, the convergence is not sped up uniformly; for the first 100–200
iterations, all block sizes yield the same result. Especially the largest block sizes show superlinear
convergence after a certain number of iterations.
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Fig. 4. (a) Number of iterations as a function of the number of processors for CARP-CG.
Ideally, the number of iterations should be independent of the number of domains (processors), but
the method becomes slightly less effective when the domains become very small. (b) CPU time per
iteration as a function of the number of processors for CARP-CG for various frequencies. The
dashed line indicates the theoretical CPU time in the case of linear speedup.

matrix can be split into contiguous parts that have the same band structure as the
original matrix. This allows us to use an efficient data structure that only stores the
bands of the matrix and the offsets of the bands. As the splitting seems to have
little influence on the number of iterations needed to converge, we do not expect that
splitting in other or multiple directions will make a big difference.

Figure 4 shows the (a) iteration counts and (b) CPU times2 for various numbers
of processors for a range of frequencies and a tolerance of ε = 10−6 (in terms of
||(I −Q)u−Rs||2).

The number of iterations required to converge does not critically increase when
using a larger number of subdomains, as can be seen from Figure 4(a) The algorithm
achieves nearly linear speedup as can be seen by comparing the actual CPU times
with the theoretical times in Figure 4(b).

As the memory imprint of the method is very low, there is no need to scale
to thousands of CPUs. Moreover, a higher level of parallelism can be exploited by
parallelizing the computation of the misfit and gradient over the sources.

2These experiments were done on a cluster with 36 IBM x3550 nodes, each with 2 quad-core 2.6
GHz. Intel CPUs, and 16 GB memory, connected through a Voltaire Infiniband network. Whenever
possible we used a maximum of 2 cores per node to avoid cache conflicts. Timings for more than 64
CPUs may therefore be suboptimal.

Simple preconditioning
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Figure 3 On the left is the largest part of the SEG/EAGE Overthrust acoustic velocity model (Aminzadeh
et al. (1997)) used in the experiment. The axes are labelled with the number of grid points along that
axis. The right plot shows the real part of the Fourier transfrom of the pressure waveield u that results
from a time-harmonic point source. The solution shown took 2703 CGMN iterations (9826 s) to converge
to a relative residual norm of 10�6.

Conclusions

We have demonstrated a time-harmonic iterative wave equation solver that off-loads its computational
kernel onto a reconfigurable hardware accelerator. Work on this project is ongoing, and while further
development is needed in order to better realize the potential for acceleration inherent in the platform,
our preliminary results give us reason to be optimistic.
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Figure 2 Comparison of CGMN execution time on one accelerator (DFE) and one Intel Xeon core.

Results

In Figure 2, computational times for 100 CGMN iterations running on the CPU + accelerator platform
(Vectis model at 100 MHz) are compared with times on one Intel Xeon E5-2670 core. A speed-up of
over 2⇥ is seen when CGMN is run on the accelerator. Figure 3 shows the velocity model used in the
experiment, as well as the solution wavefield u that results from a time-harmonic source at one point in
the domain.

At the current stage of development there are several factors that limit the performance of the accelera-
tor. Chief among these is the inefficient use of the FPGA’s memory controller. To estimate the speed-up
we can expect from a more optimized implementation we slow down the sweeps by having computation
progress only once every 90 FPGA clock ticks. At this speed even inefficient use of the memory con-
troller is sufficient to keep the FPGA supplied with data. We measure performance for a range of small
systems (from 0.5 to 3⇥ 105 gridpoints) and then calculate theoretical performance of the full-speed
sweeps, taking into account several planned improvements. These include: two passes over the data
per CGMN iteration instead of three, getting rid of zero elements currently used to pad the rows of the
matrix H to boundaries of addressable memory chunks, and increasing the FPGA operating frequency
to 120 MHz. With a 100% efficient memory controller these improvements will translate to a speed-up
of 13⇥ over the single Intel core times.

Speed-up of the pipelined accelerated Kaczmarz sweeps will further be limited by the fact that the
sweeps (when implemented on an Intel core) take up only about 95% of the total time used by CGMN.
Recall that offloading parts of an algorithm from the CPU onto the FPGA accelerator decreases the CPU
execution time, but does not increase the execution time on the FPGA, since the amount of data to pro-
cess (problem size) remains the same. Hence we will implement all of CGMN on the accelerator, from
which we expect a speed-up of 36⇥ over a single Intel core. At that point the link between the FPGA
and its dedicated memory that is used to stream the matrix H will become the bottleneck preventing
further increases in FPGA operating frequency. To avoid this bandwidth limitation, the elements of the
Helmholtz matrix will be generated on the FPGA from the earth model m as they are needed, rather than
being read in from memory.
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Challenges for solvers
§ A simple preconditioner
§ Harnessing inexactness
§ Re-ordering the computations
§ Data-augmented systems



Harnessing inexactness
§ Use stochastic approximation to 

compute gradient
§ PDE-solves need not be more 

accurate than induced error
§ Use an adaptive tolerance based on 

current data-fit
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Fig. 5. Convergence in terms of the (a) misfit and (b) relative model error for the Edam model.
The average (over all sources and frequencies) tolerance used by CGMN for each outer iteration is
shown in (c) while (d) shows the corresponding number of CGMN iterations required. Using more
accurate PDE solves (smaller η) yields results closer to the baseline result η = 0 as can be seen from
(a) and (b). The tolerance used for the PDE solves (c) automatically decreases but stays well above
the baseline tolerance of 10−6. Consequently, the number of CGMN iterations required is much
lower as can be seen in (d).

4.2. Edam model. We show inversion results on a toy example consisting of
a spherical anomaly (resembling an Edam cheese) with a constant velocity of 2500
m/s embedded in a constant background of 2000 m/s. The model is 1 km in each
direction and is discretized with 20 m grid spacing and 10 points are added on each
side for the PML, leading to a total grid size of 71 × 71 × 71. The “observed” data
are generated by solving the Helmholtz equation up to an accuracy of ε = 10−6 for
9 sources (located in the y = 0-m plane), 2601 receivers (located in the y = 1000-m
plane) and 3 frequencies of 5, 10, and 15 Hz.

For the inversion we use all sources and frequencies simultaneously and conduct
three experiments using η = {0.1, 0.05, 0.01} and compare these to a baseline result
obtained using very accurate PDE solves (η = 0). The data misfit at each iteration is
shown in Figure 5(a), the relative model error is shown in Figure 5(b), the tolerance
used for the PDE solves is shown in Figure 5(c), and the number of CGMN iterations
required to reach that tolerance is shown in Figure 5(d). The tolerance gradually
decreases (automatically), confirming that very accurate PDE solves are not needed
in the early stages of the inversion. Moreover, the results for η = 0.01 are nearly
identical to those for η = 0, while the former was roughly twice as cheap, as can be
seen by computing the total number of CGMN iterations needed from Figure 5(d).
The true and reconstructed models are shown in Figure 6. All the reconstructions
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Fig. 6. The true velocity model used for the Edam experiment is shown in (a). The reconstructed
models using (b) η = 0.1, (c) η = 0.05, (d) η = 0.01, and (e) η = 0 are also shown on the same color
scale. All the reconstructions are very reasonable when compared to the baseline result (e). Using
more accurate solves η = 0.01 (d) yields fewer artifacts and is almost identical to the baseline result,
however, the computational cost of the baseline was roughly twice as high.

are very reasonable when compared to the baseline result (Figure 6(e)). Using more
accurate solves η = 0.01 (Figure 6(d)) yields fewer artifacts and is almost identical to
the baseline result, however, the computational cost of the baseline result was roughly
twice as high.
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Fig. 12. Convergence in terms of the (a) misfit and (b) relative model error for the second
Overthrust experiment. The jumps in the misfit are caused by switching to a higher frequency. The
average (over all sources) tolerance used by CGMN for each outer iteration is shown in (c) while (d)
shows the corresponding number of CGMN iterations required. All results are shown as a function
of the effective number of complete passes through the data, and hence have the same computational
cost. The sample size is shown in (e).

struction between using all the sources and only a few is very clear; both Figures
13(a) and (c) show much more detail than Figure 13(b).

To obtain a comparable result using all the sources (i.e., b = 121) we needed 10
passes through the data for each frequency band. In this case, the stochastic method
is five times faster than a conventional approach.

5. Conclusions and discussion. In this paper, we outlined the challenges faced
by industry to come up with a versatile and practical 3D inversion scheme that scales
to large problem sizes with many right-hand sides. We made it clear that coming
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Fig. 13. Reconstructed models using a fixed sample size of (a) b0 = 1 and (b) b0 = 121, and
(c) an increasing sample size, starting from b0 = 1. The difference in reconstruction between using
all the sources and only a few is very clear. Both (a) and (c) show much more detail than (b).

up with scalable inversion schemes is extremely challenging because of (i) the need
to propagate tens to hundreds of wavelenghts, leading to large computational grids
(∼ 109 grid points), and (ii) the large amount of source experiments (typically thou-
sands), requiring thousands of PDE solves at each iteration of a conventional nonlin-
ear data-fitting algorithm. While industry is slowly incorporating FWI based on the
scalar wave equation into their workflows, major challenges remain given the recent
push towards multiparameter inversions with vector Helmholtz equations.

We address a number of these challenges by developing a new stochastic inversion
algorithm designed to work with small subsets of right-hand sides and inexact PDE
solves. Our method derives from the observation that we can allow for large errors in
the gradient calculations (as compared to the full gradient computed with exact PDE
solves and all the right-hand sides) in the course of a gradient-based optimization
algorithm, as long as these errors are gradually decreased as the algorithm converges.
The errors are controlled via heuristics that automatically adapt the sample size and
accuracy of the PDE solves.

To solve the Helmholtz equation we used the CGMN method and its parallel
extension, CARP-CG. While this preconditioner may not be optimal in the sense of
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Fig. 11. Reconstructed models using (a) b0 = 1 (a) and (b) b0 = 121. Although the reconstruc-
tions look similar at a first glance, closer inspection reveals that the results for b = 1 have slightly
more detail.

number of CGMN iterations in Figure 10(d), we see that they all require roughly the
same number of iterations. Finally, the used sample size is depicted in Figure 10(e),
showing that even when increasing the sample size, we never use all the sources in a
given iteration. The resulting reconstructions using b = 1 and b = 121 are shown in
Figure 11. Although the reconstructions look similar at a first glance, closer inspection
reveals that the result for b = 1 has slightly more detail. For this experiment, we do
not expect to see large differences between the different approaches because we run
a large number of outer iterations, even using all the sources (b = 121). We would
expect more dramatic differences when doing only a few passes though the data, which
is what we do in the next experiment.

Experiment 2. To illustrate the multiscale inversion approach, we invert fre-
quencies f = 4, 6, 8 Hz consecutively using a grid spacing of 100 m, 66.67 m, and
50 m, respectively, all with five points for the PML. This leads to total grid sizes of
36× 61× 61, 48× 86× 86, and 61× 111× 111. We use either a fixed number of b = 1
and b = 121 sources or an increasing number of sources, starting from b = 1. For all
cases we perform two passes through the data for each frequency. The convergence
histories in terms of both the misfit and the model error are shown in Figures 12(a)
and (b). The sudden jumps in the misfit are caused by switching from one frequency
to the next. The stochastic method outperforms the regular approach that uses all
the sources. Moreover, gradually increasing the sources yields a better result than
using only one source at each iteration. The tolerances and corresponding number of
CGMN iterations are shown in Figures 12(c) and (d). Again, the tolerance decreases
gradually as the iterations proceed. The corresponding number of CGMN iterations
increases mildly, partly because the tolerance decreases but also because the grid is
refined when going to a higher frequency. Figure 12(d) shows the sample size. The in-
creasing strategy never uses more than a small fraction of the total number of sources.
Finally, the reconstructed models are shown in Figure 13. The difference in recon-
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Parallel adjoint-state

NUMERICAL EXAMPLE

This frequency domain seismic waveform inversion example
is based on algorithm 3 and uses only gradient and objective
information. The true model is the 2D Marmousi model with
a water layer of 200m on top. The sources are 50m apart and
located near the water surface. The receivers are located on
the ocean floor and there is also 50m distance between the
receivers. A Ricker wavelet with 10Hz peak frequency was
used. We employ a frequency continuation strategy, starting
with 3Hz data, ending with 10Hz data. The true, initial and final
models are shown in Figure 1 . The result using 8 sources and
8 receivers is a bit noisy, but the larger scale characteristics are
at the correct locations. There is little difference between the
result with all sources and all receivers active at every iteration,
and the one where 16 sources and receivers are used. The
results using 8 and 16 sources/receivers take the same time
to compute, but the number of compute nodes is 8+8 versus
16+16. The result using all sources and receivers takes twice
as long to compute, because it is based on the sequential adjoint
state algorithm. Algorithm 2 cannot be used in this case, as it
would require an excessive number of compute nodes.

CONCLUSIONS

In this work we presented a parallel reformulation of the sequen-
tial adjoint-state method to compute the gradient of a nonlinear
least-squares objective function. The reformulation enables
parallel solution of the forward and adjoint PDE. The proposed
algorithm requires one PDE solve per source and one per re-
ceiver. This results in a 2⇥ speedup if the number of sources
plus the number of receivers is equal to the number of PDEs
that can be solved in parallel on the available computational
resources. The computations are the same as the adjoint-state
method requires: solutions of linear systems involving the PDE,
A(m), and its adjoint A(m)⇤. A byproduct of the parallelized
adjoint-state algorithm is the availability of fields which can
be used to apply the Gauss-Newton Hessian without the need
to recompute wavefields. A practical stochastic optimization
strategy with source/receiver randomization and subsampling
is used to show good waveform inversion results can be ob-
tained with only a few active sources and receivers at every
full-waveform inversion iteration. Future work will focus on
large scale 3D waveform inversion problems. In 3D, the main
question is how many sources and receivers are required at each
FWI iteration.
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Figure 1: True, inital and estimated models for various subsam-
pling ratios.
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Data-augmented systems
In the penalty approach we need to 
solve

§ How are direct solvers affected?
§ Can we re-use existing 

preconditioners?
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<latexit sha1_base64="D9iSCjvhbq/ESyk7RrbaeETV17I=">AAACOXicbVDLSsNAFJ34rPVVdelmsAg+SyKiLhQqbnRXwRqhactkMmmHTh7O3Agl5Lfc+BfuBDcuFHHrDzipFXwdGDj33HOZe48bC67ANB+MkdGx8YnJwlRxemZ2br60sHipokRSVqeRiOSVSxQTPGR14CDYVSwZCVzBbLd3kvftGyYVj8IL6MesGZBOyH1OCWipXao5gvmwdoY3sW23NhzJO11YP3YCAl3XT5MMH+Gv4jrLXV+Vl21h5zohHra157iVbm9ktdZFu1Q2K+YA+C+xhqSMhqi1S/eOF9EkYCFQQZRqWGYMzZRI4FSwrOgkisWE9kiHNTQNScBUMx1cnuFVrXjYj6R+IeCB+n0iJYFS/cDVznxt9buXi//1Ggn4B82Uh3ECLKSfH/mJwBDhPEbscckoiL4mhEqud8W0SyShoMMu6hCs3yf/JZc7FWuvsnu+W64eDuMooGW0gtaQhfZRFZ2iGqojim7RI3pGL8ad8WS8Gm+f1hFjOLOEfsB4/wBn8Krd</latexit>

(I +WW ⇤)Au = q+Wd, W = A�⇤PT

<latexit sha1_base64="KJ1EBgXeklIJula4xoYFhv3pgu0=">AAACO3icbVC7SgNBFJ2N7/iKWtoMBsEHhl0RtVCI2GgXxZhANobZyWwyZPbhzF0hLPtfNv6EnY2NhSK29s7GFTTxwsCZc87l3nucUHAFpvlk5MbGJyanpmfys3PzC4uFpeVrFUSSsioNRCDrDlFMcJ9VgYNg9VAy4jmC1ZzeaarX7phUPPCvoB+ypkc6Pnc5JaCpVuHS9gh0HTeOEnyMT27iHSuxBXNh4xxv41rtZsuWvNOFzV/KT8ttklp+fu0kc7YKRbNkDgqPAisDRZRVpVV4tNsBjTzmAxVEqYZlhtCMiQROBUvydqRYSGiPdFhDQ594TDXjwe0JXtdMG7uB1M8HPGB/d8TEU6rvOdqZLqqGtZT8T2tE4B42Y+6HETCffg9yI4EhwGmQuM0loyD6GhAqud4V0y6RhIKOO69DsIZPHgXXuyVrv7R3sVcsH2VxTKNVtIY2kIUOUBmdoQqqIoru0TN6RW/Gg/FivBsf39ackfWsoD9lfH4BCGOs9A==</latexit>

u = A�1 (I +WW ⇤)�1 (q+Wd)



§ is tall and skinny
§ Replace       by  
§ Use randomized subsampled to 

reduce size of 

Data-augmented systems

<latexit sha1_base64="TmRb5TDv+w9UAdL2o/JY7nnXOcM=">AAAB6HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E1MIiYGOZgPmA5Ah7m7lkzd7esbsnhCO/wMZCEVt/kp3/xk1yhSY+GHi8N8PMvCARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8d3Mbz+h0jyWD2aSoB/RoeQhZ9RYqdHulytu1Z2DrBIvJxXIUe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtVTSCLWfzQ+dkjOrDEgYK1vSkLn6eyKjkdaTKLCdETUjvezNxP+8bmrCGz/jMkkNSrZYFKaCmJjMviYDrpAZMbGEMsXtrYSNqKLM2GxKNgRv+eVV0rqoelfVy8ZlpXabx1GEEziFc/DgGmpwD3VoAgOEZ3iFN+fReXHenY9Fa8HJZ47hD5zPH7VVjN4=</latexit>

W
<latexit sha1_base64="g3DMyYMxBX8CKhwvXfu2blngzBA=">AAAB7XicbVA9SwNBEJ2LXzF+RS1tFoNgY7iTEC0sIjaWEcwHJGfY2+wla/Z2j909IRz5DzYWitj6f+z8N26SKzTxwcDjvRlm5gUxZ9q47reTW1ldW9/Ibxa2tnd294r7B00tE0Vog0guVTvAmnImaMMww2k7VhRHAaetYHQz9VtPVGkmxb0Zx9SP8ECwkBFsrNS8fkjPvEmvWHLL7gxomXgZKUGGeq/41e1LkkRUGMKx1h3PjY2fYmUY4XRS6CaaxpiM8IB2LBU4otpPZ9dO0IlV+iiUypYwaKb+nkhxpPU4CmxnhM1QL3pT8T+vk5jw0k+ZiBNDBZkvChOOjETT11GfKUoMH1uCiWL2VkSGWGFibEAFG4K3+PIyaZ6XvWq5clcp1a6yOPJwBMdwCh5cQA1uoQ4NIPAIz/AKb450Xpx352PemnOymUP4A+fzB+Y7jq4=</latexit>

A�1 <latexit sha1_base64="gEZtui+UlgrF6dJWnNw/33UIGdM=">AAAB6HicbVA9SwNBEJ2LXzF+RS1tFoNgFe4kqIVFwMZGSMB8QHKEvc1csmZv79jdE0LIL7CxUMTWn2Tnv3GTXKGJDwYe780wMy9IBNfGdb+d3Nr6xuZWfruws7u3f1A8PGrqOFUMGywWsWoHVKPgEhuGG4HtRCGNAoGtYHQ781tPqDSP5YMZJ+hHdCB5yBk1Vqrf94olt+zOQVaJl5ESZKj1il/dfszSCKVhgmrd8dzE+BOqDGcCp4VuqjGhbEQH2LFU0gi1P5kfOiVnVumTMFa2pCFz9ffEhEZaj6PAdkbUDPWyNxP/8zqpCa/9CZdJalCyxaIwFcTEZPY16XOFzIixJZQpbm8lbEgVZcZmU7AheMsvr5LmRdm7LFfqlVL1JosjDydwCufgwRVU4Q5q0AAGCM/wCm/Oo/PivDsfi9ack80cwx84nz+mLYzU</latexit>

M

<latexit sha1_base64="KJ1EBgXeklIJula4xoYFhv3pgu0=">AAACO3icbVC7SgNBFJ2N7/iKWtoMBsEHhl0RtVCI2GgXxZhANobZyWwyZPbhzF0hLPtfNv6EnY2NhSK29s7GFTTxwsCZc87l3nucUHAFpvlk5MbGJyanpmfys3PzC4uFpeVrFUSSsioNRCDrDlFMcJ9VgYNg9VAy4jmC1ZzeaarX7phUPPCvoB+ypkc6Pnc5JaCpVuHS9gh0HTeOEnyMT27iHSuxBXNh4xxv41rtZsuWvNOFzV/KT8ttklp+fu0kc7YKRbNkDgqPAisDRZRVpVV4tNsBjTzmAxVEqYZlhtCMiQROBUvydqRYSGiPdFhDQ594TDXjwe0JXtdMG7uB1M8HPGB/d8TEU6rvOdqZLqqGtZT8T2tE4B42Y+6HETCffg9yI4EhwGmQuM0loyD6GhAqud4V0y6RhIKOO69DsIZPHgXXuyVrv7R3sVcsH2VxTKNVtIY2kIUOUBmdoQqqIoru0TN6RW/Gg/FivBsf39ackfWsoD9lfH4BCGOs9A==</latexit>

u = A�1 (I +WW ⇤)�1 (q+Wd)

<latexit sha1_base64="TmRb5TDv+w9UAdL2o/JY7nnXOcM=">AAAB6HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E1MIiYGOZgPmA5Ah7m7lkzd7esbsnhCO/wMZCEVt/kp3/xk1yhSY+GHi8N8PMvCARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8d3Mbz+h0jyWD2aSoB/RoeQhZ9RYqdHulytu1Z2DrBIvJxXIUe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtVTSCLWfzQ+dkjOrDEgYK1vSkLn6eyKjkdaTKLCdETUjvezNxP+8bmrCGz/jMkkNSrZYFKaCmJjMviYDrpAZMbGEMsXtrYSNqKLM2GxKNgRv+eVV0rqoelfVy8ZlpXabx1GEEziFc/DgGmpwD3VoAgOEZ3iFN+fReXHenY9Fa8HJZ47hD5zPH7VVjN4=</latexit>

W



Wrap-up
§ Inverse problems pose interesting 

challenges and opportunities for 
PDE-solvers

§ Robustness may be more important 
than accuracy

§ Need all the tools in the shed to 
make it work
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