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Signatures

Let X : [0,T ] → Rd be a Lipschitz continuous path. Set for each n ∈ N:

∆n
[s,t] := {s ≤ r1 ≤ · · · ≤ rn ≤ t} for 0 ≤ s < t ≤ T ,

Wn := {w = (w1, . . . ,wn) | w1, . . . ,wn ∈ {1, . . . , d}}.

For any word w ∈ Wn its associated iterated integral is denoted by:∫
∆n

[s,t]

dXw
r :=

∫ t

s

∫ rn

s
· · ·
∫ r3

s

∫ r2

s
dXw1

r1 . . . dXwn
rn .

Let e1, . . . , ed denote the canonical basis vectors on Rd , and set
ew := ew1 ⊗ · · · ⊗ ewn for each w = (w1, . . . ,wn) ∈ Wn. Then the
collection of n’th order iterated integrals can be written as∫

∆n
[s,t]

dXr1 ⊗ · · · ⊗ dXrn :=
∑

w∈Wn

∫
∆n

[s,t]

dXw
r ew ∈ (Rd)⊗n.
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Signatures

Definition (Signature)

The signature at time T of the path X : [0,T ] → Rd is the map
S(X ) : ∆2

[0,T ] → T ((Rd)), defined by

S(X )s,t =

(
1,

∫ t

s
dXr1 ,

∫
∆2

[s,t]

dXr1 ⊗ dXr2 ,

∫
∆3

[s,t]

dXr1 ⊗ dXr2 ⊗ dXr3 , . . .

)

= 1 +
∞∑
n=1

∫
∆n

[s,t]

dXr1 ⊗ · · · ⊗ dXrn ,

which takes value in the extended tensor algebra

T ((Rd)) :=

{
(x0, x1, x2, . . . ) =

∞∑
n=0

xn

∣∣∣ ∀n ∈ N0 : xn ∈
(
Rd
)⊗n

}
.
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Randomized signature

CDE: Let V1, . . . ,Vd : RN → RN be smooth vector fields. Consider for
any initial value y ∈ RN , the controlled differential equation (CDE):

Yt = y +
d∑

i=1

∫ t

0
Vi (Ys)dX

i
s for t ∈ [0,T ].

Denote by Y y : [0,T ] → RN the solution associated to this initial value.

Randomized signature: Let σ : R → R be a (real analytic) activation
function, let A1, . . . ,Ad be random N × N-matrices, let D1, . . . ,Dd be
random diagonal N × N-matrices.

• No-depth case: Vi (y) = σ(Aiy+bi ) for y ∈ RN

• Depth case: Vi (y) = σ(Aiσ(Diy)) for y ∈ RN
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Randomized signature

Why randomized signatures?

• Foundations of reservoir computing;

• Mixing of higher order signature terms in each coordinate;

• Extending randomized signatures to Lie groups allows us to have
solutions on compact manifolds;

• Numerical stability, etc.

Mie Glückstad, Nicola Muça Cirone & Josef Teichmann 20 May 2025 5 / 22



Iterated vector fields

Let C∞(RN) := {g : RN → R | g is smooth}.

Let V : RN → RN be a smooth vector field. Then for any g ∈ C∞(RN),
we write

Vg(x) = (∇g(x))T︸ ︷︷ ︸
1×N

V (x)︸ ︷︷ ︸
N×1

for all x ∈ RN , such that Vg ∈ C∞(RN).

This gives a derivation DV : C∞(RN) → C∞(RN), defined by g 7→ Vg .

Recall: The map V 7→ DV , provides a bijective correspondence be-
tween the space of vector fields on RN and the space of derivations
on RN .
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Iterated vector fields

Let V1, . . . ,Vd : RN → RN be d vector fields. For any g ∈ C∞(RN), write
V1g , . . . ,Vdg ∈ C∞(RN), as usual.

Definition (Iterated vector field)

For any word w = (w1, . . . ,wn), we can iteratively apply the vector fields
to one another, by setting:

Vwg := Vw1 · · ·Vwng ∈ C∞(RN).

In this case, Vw : C∞(RN) → C∞(RN) is precisely the composition of
derivations DVw1

◦ · · · ◦DVwn
, and it is a linear differential operator on

C∞(RN) of order n.
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Iterated vector fields

Let V1, . . . ,Vd : RN → RN be smooth vector fields. Consider for any
initial value y ∈ RN , the controlled differential equation

Yt = y +
d∑

i=1

∫ t

0
Vi (Ys)dX

i
s for t ∈ [0,T ].

Denote by Y y : [0,T ] → RN the solution associated to this initial value.

Theorem (Taylor expansion)

For every g ∈ C∞(RN), we have the Taylor expansion:

g(Yt) = g(y) +
∞∑

m=1

∑
w∈Wm

Vwg(y)

∫
∆m

[0,t]

dXw
r for every t ∈ [0,T ].
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Signature reconstruction on RN

Question:
Given randomized signatures across different initial values, (Y y )y∈RN , can
we reconstruct the components of the signature S(X ) utilising the Taylor
expansion from before?

Answer:
Yes, up to a certain order depending on the dimension of the hidden space
RN , for randomized signatures with depth (under an appropriate choice of
activation function).

→ Also works for any other CDEs whose iterated vector fields satisfy
certain linear independence properties.
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Signature reconstruction on RN

The following result is inspired by a conjecture from [E. Akyildirim, M.
Gambara, J. Teichmann & S. Zhou, 2022].

Theorem (Signature reconstruction on RN)

Fix some N, L ∈ N, let V1, . . . ,Vd : RN → RN be smooth vector fields,
and suppose that for all fixed m ≤ L, the associated tree-like vector fields
{Vτ | τ ∈ Tw , w ∈ Wm} are linearly independent. Consider for each
y ∈ RN , the CDE:

Y y
t = y +

d∑
i=1

∫ t

0
Vi (Ys)dX

i
s for every t ∈ [0,T ], (1)

with solution Y y : [0,T ] → RN . Then the signature components of S(X )
up to order L can be uniquely reconstructed from the collection of
solutions (Y y )y∈RN .
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Signature reconstruction on RN

Proof overview: Fix N, L ∈ N. Consider for η ∈ RN , r ∈ R, the modified
differential equation

Y η,r
t = η +

d∑
i=1

∫ t

0
rVi (Y

η,r
s )dX i

s ,

such that Y η,r = rY
η
r when r ̸= 0 and Y η,0 ≡ η. Then for the vector

fields Ṽi (x) = rVi (x), Taylor expansion yields for any g ∈ C∞(RN):

g(Y η,r
t ) = g(η) +

∞∑
k=1

rk
∑

w∈Wk

Vwg(η)

∫
∆k

[0,t]

dXw
r .

Taking the m’th derivative w.r.t. r and evaluating in r = 0 then gives

dm

drm
g(Y η,r

t )|r=0 =
∑

w∈Wm

Vwg(η)

∫
∆m

[0,t]

dXw
r .
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Signature reconstruction on RN

Proof overview (continued): The equation:

dm

drm
g(Y η,r

t )|r=0 =
∑

w∈Wm

Vwg(η)

∫
∆m

[0,t]

dXw
r ,

can be considered as a linear equation system if we consider it across
different initial values η ∈ RN .

• If the iterated vector fields {Vw | w ∈ Wm} are linearly independent,
then the equation system can be uniquely solved w.r.t. the m’th order
iterated integrals of X .

• Linear independence of tree-like vector fields for all m ≤ L, is a way of
ensuring this holds up to order L.
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Tree-like vector fields

Challenge: The iterated vector fields {Vw | w ∈ Wm} quickly spiral out of
control:

Vw1g(x) = (∇g(x))TVw1(x) =
N∑

j0=1

∂

∂xj0
g(x)πj0(Vw1(x));

Vw1w2g(x) = (∇Vw1g(x))
TVw2(x)

=
N∑

j0,j1=1

∂2

∂xj1∂xj0
g(x)πj0(Vw1(x))πj1(Vw2(x))

+
∂

∂xj0
g(x)

∂

∂xj1
πj0(Vw1(x))πj1(Vw2(x));

Vw1w2w3g(x) = . . .
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Tree-like vector fields

We can represent terms of Vw as labelled recursive trees with:

• Vertex 0 keeping track of the derivative operator (applied to g);

• Vertex 1, . . . ,m keeping track of the vector fields Vw1 , . . . ,Vwm ;
• Edges (v1, v2) with v1 < v2 are associated a direction j , such that:

• The derivative in direction j is taken w.r.t. vertex v1;
• The projection in direction j is taken w.r.t. vertex v2.
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Tree-like vector fields

So now we can write:

→ Showing {Vτ | τ ∈ Tw , w ∈ Wm} are linearly independent is then
enough to get {Vw | w ∈ Wm} linearly independent.
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Randomized signature with depth

Result

Let L− 1 ≤ N, and let V1, . . . ,Vd : RN → RN be given by

Vi (x) = σ(Aiσ(Dix)) for x ∈ RN .

If σ = exp (or σ is a more generic real analytic function), then
{Vτ | τ ∈ Tw , w ∈ Wm} is linearly independent for all 1 ≤ m ≤ L.

→ We can reconstruct signature components up to order N + 1 from
randomized signature with depth.

→ As N increases linearly, number of iterated integrals reconstructed
increases exponentially!
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Randomized signature with depth

Idea: Showing tree-like linear independence, boils down to being able to
’uniquely identify which (labelled) tree a term Vτ came from’ (ignoring
scalars).

Depth vs. no-depth:
• No-depth: ∂jπk(σ(Aix)) = akj(i)σ

′(πk(Aix)), i.e., only the incoming
edge has ’structural importance’.

• Depth: ∂jπk(σ(Aiσ(Dix))) = akj(i)σ
′(dj(i)x)σ

′(πk(Aiσ(Dix))), i.e.,
both in- and outgoing edges have ’structural importance’.
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Dimensional dependence

Q: Is dimensional dependence always required?

Example: N = 1, L = 3, d = 3. Let V1,V2,V3 : R → R. Then the 3rd
order iterated vector fields have the form:

Vw1w2w3 =
(
Vw1 · Vw2 · d2Vw3 + Vw1 · dVw2 · dVw3

)
· ∂x

+ (Vw1 · Vw2 · 2dVw3 + Vw1 · dVw2 · Vw3) · ∂2
x

+ Vw1 · Vw2 · Vw3 · ∂3
x .

A solution to the equation
∑

w∈W3
cwVw = 0 is e.g., obtained by setting:

c123 = c312 = c231 = +1 and c132 = c213 = c321 = −1,

cw = 0 otherwise

→ Verify that this solution solves the equations in ∂x , ∂
2
x and ∂3

x ,
simultaneously.
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Dimensional dependence

Example (continued): Set

c123 = c312 = c231 = +1 and c132 = c213 = c321 = −1.

The equation in ∂x becomes:

V1 · V2 · d2V3 + V1 · dV2 · dV3 (c123 = +1)

+ V3 · V1 · d2V2 + V3 · dV1 · dV2 (c312 = +1)

+ V2 · V3 · d2V1 + V2 · dV3 · dV1 (c231 = +1)

−
(
V1 · V3 · d2V2 + V1 · dV3 · dV2

)
(c132 = −1)

−
(
V2 · V1 · d2V3 + V2 · dV1 · dV3

)
(c213 = −1)

−
(
V3 · V2 · d2V1 + V3 · dV2 · dV1

)
(c321 = −1)

= 0

The equations in ∂2
x and ∂3

x are similarly solved.
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In summary

What did we show?

1 Given randomized signature with depth on RN considered across
different initial values, the associated signature components of S(X )
can be reconstructed for all L ≤ N + 1.
→ Not sharp: depends on d .

2 The proof relies on an important claim of linear independence
between iterated vector fields, which is required to uniquely solve the
linear equation systems induced by the Taylor expansion.

3 Linear independence between iterated vector fields, is easier studied
by decomposing into tree-like vector fields and checking linear
independence of those.

Mie Glückstad, Nicola Muça Cirone & Josef Teichmann 20 May 2025 20 / 22



In summary

Thank you for listening!
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