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Controlled ordinary differential equations driven by continuous bounded variation 
curves can be considered a continuous time analogue of recurrent neural networks for 
the construction of expressive features of the input curves. We ask up to which extent 
well known signature features of such curves can be reconstructed from controlled 
ordinary differential equations with (untrained) random vector fields. The answer 
turns out to be algebraically involved, but essentially the number of signature 
features, which can be reconstructed from the non-linear flow of the controlled 
ordinary differential equation, is exponential in its hidden dimension, when the 
vector fields are chosen to be neural with depth two. Moreover, we characterize a 
general linear independence condition on arbitrary vector fields, under which the 
signature features up to some fixed order can always be reconstructed. Joint work 
with Nicola Muca Cirone (Imperial College London) and Josef Teichmann (ETH 
Zürich). 


